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Pam Shaw: It is my great pleasure to introduce our
discussant panelists. I’ll start with Dr. Mark
Rothmann, who is the Director of the US Food and
Drug Administration (FDA) Division of Biometrics 2
within the Center for Drug Evaluation and Research,
which reviews cardiology, nephrology, diabetes, lipids,
obesity, and general endocrinology products. He has
been with the FDA since 1999, I believe, and before
that, he spent several years in academia. He’s done a
lot of work in the areas of subgroup analysis. We
heard the morning speakers citing some of that work,
including the Drug Trials Snapshots Program of the
US Food and Drug Administration, heterogeneous
treatment effects, and diversity in precise medicine.

Dr. Kosuke Imai is a professor in the Departments of
Government and Statistics at Harvard University. He’s
also an affiliate in the Institute for Quantitative and
Social Science. Before coming to Harvard in 2018, Dr.
Kosuke taught at Princeton for 15 years where he was
the founding director of the Program in Statistics and
Machine Learning. He’s also a visiting professor in the
Faculty of Law and Graduate School of Law and
Politics, University of Tokyo.

Our third panelist is Dr. Michael Rosenblum,
Professor of Biostatistics at Johns Hopkins Bloomberg
School of Public Health. His research focuses on
improving the design and analysis of randomized trials.
He’s developed robust methods for improving precision
and power by adjusting for prognostic baseline vari-
ables. He’s also worked in adaptive trial designs with a
focus on adaptive enrichment.

Mark Rothmann: Good afternoon, everyone, and
thank you for inviting me to speak at this confer-
ence. Heterogeneous treatment effects have been an
interest of mine for a while. I have written on it and
have helped organize a workshop and symposium at
the FDA, which I’ll mention later.

Topics discussed in this meeting included finding the
subgroup in which there’s meaningful benefit (or any
benefit), or that subgroup in which you would have the
greatest power to do a clinical trial. We heard that sub-
group analysis using statistical learning is not really a
multiple testing problem, and I agree with that. And
certainly, we do want to figure out which patients bene-
fit, and we want to be able to tell patients what the
effects and risks may be for them.

I think the FDA is recognizing more and more that
treatment effects are often heterogenous treatment
effects. For a given patient, we don’t observe their spe-
cific treatment effect, as we’d have to know what the
difference in the outcomes would be if they were rando-
mized to the experimental group versus the control
group. But we only observed one of these. Baseline
attributes, disease severity, condition, and genetics may
affect the size of the treatment effect or treatment
difference.

What are we actually testing versus what do we wish
to test? From what we write mathematically, it seems
we’re testing for a common treatment effect. But we
are truly testing for a positive average treatment effect.
And it is more than preserving alpha when drawing
conclusions. We do need to pay attention to what is
actually demonstrated. And we should do better at
informing patients of benefit risk that apply to patients
like them and characterize the treatment effect with
appropriate uncertainty that they (individually) may
expect.
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The traditional way of looking at clinical trials when
I first joined the FDA 23 years ago was as follows: You
needed to enroll a fairly homogeneous patient popula-
tion in the clinical trial to minimize the variability in
outcomes; and use unadjusted analysis, as there were
not going to be any imbalances from the randomiza-
tion. We also assumed that treatment effects don’t vary
unless proven otherwise. The overall estimated treat-
ment effect applies to everyone or applies at least to
everyone who could have been in the clinical trial.

While I still run into that traditional thought pro-
cess, more and more there’s a recognition that we

should be doing clinical trials with fairly diverse patient

populations, and follow everyone to the endpoints.

Prognostic factors should be accounted for in the

analysis to achieve variance reduction, which leads to

more precise estimates. It’s not about adjusting for

imbalances. We should evaluate for heterogeneous

treatment effects and provide the best information on

treatment effects based on single factors, multi-factors,

and accounting for correlation or confounding between

factors.
When I became the statistical team leader for

Metabolism and Endocrinology products, the first
thing I did was ask the clinical leadership about factors
that affected the treatment effect size on hemoglobin
A1C (HbA1C) change. What appeared most influential
was baseline HbA1c. We would have clinical trials in
type 2 diabetes where baseline HbA1c varied quite a
bit, providing greater power to show an interaction
between treatment effect and baseline HbA1c. We
would also have clinical trials in which baseline HbA1c
didn’t vary that much. The randomized trials in type 2
diabetes were fairly large. In fact, they tend to be over-
sized by a factor of 2 to 4, when you consider what you
ultimately get for the width of the 95% confidence
interval for the treatment effect versus what you needed
for that width to have the desired power. Usually, we
would get a ‘‘statistically significantly’’p-value (\0.05)
when testing for an interaction effect between treat-
ment and baseline HbA1c. Lack of variability in base-
line HbA1c was sometimes the apparent reason for not
achieving a p-value \0.05. It became clear to me that
it may be fruitless to continuously test for that interac-
tion. Instead, what’s important is to characterize the
effect modification of baseline HbA1c on 6 months
HbA1c change.

Whether a product works in subgroup A is a differ-
ent question from whether it works in subgroup B. But
they are likely related questions that need to be consid-
ered. At the FDA Advisory Committee meeting, we
had in December 2020 for cardiovascular disease, com-
mittee members discussed whether the product could
first be shown to work in patients with low left ventri-
cular ejection fraction (LVEF), and then see if the tar-
get population can be broadened.

We do have one product approved with a label that
does give the estimated treatment effect for cardiovas-
cular risk reduction and the confidence limits according
to LVEF. That’s important because the treatment effect
does vary by baseline LVEF. Not everyone accepts
LVEF as an effect modifier but many do. We do notice
situations where the estimated treatment effect does
vary a lot, and in a monotone fashion, by LVEF.

We need to be careful about multiplicity in interpret-
ing subgroup results where an overall average treatment
effect is demonstrated to be positive and then the popu-
lation is partitioned into two subgroups. If we test each
subgroup individually and don’t demonstrate a positive
treatment effect for either subgroup, we know we either
made a type 1 error (for the overall population) or a
type 2 error (for one or both subgroups).

Part of the problem is that when we evaluated the
subgroups, we didn’t make use of the fact that we had a
statistically significant result for the overall average treat-
ment effect being positive. We start the subgroup analysis
by assuming no treatment effects in both subgroups.

If an overall average positive treatment effect is
demonstrated and in every subgroup of interest, the
95% confidence interval rules out no treatment effect
in a favorable direction, we are confident the product
works in all those subgroups. We don’t have to worry
about what type of multiplicity adjustment needs to be
made.

It’s important to remember that a formal claim listed
in the product label is different from treatment deci-
sions made by individual patients. We may need more
evidence that one therapy is better than another ther-
apy for a claim than we do for an individual patient to
make a treatment decision between the therapies.

Shrinkage estimation may be used in estimating sub-
group treatment effects. When I discuss shrinkage esti-
mation for a given application with my medical
colleagues, the first question I ask is whether there are
any known effect modifiers. We would want to put any
effect modifiers and potential effect modifiers in the
model. The remaining treatment effects would be mod-
eled as exchangeable. The reader is directed to links to
recent symposiums and Workshops co-sponsored by
the FDA on Heterogeneous Treatment Effects.1,2

Michael Rosenblum: I first want to thank the organi-
zers for the outstanding work on this workshop. I’ve
learned a lot. And I also want to thank all the pre-
senters and the other panelists. It’s an honor to be
included in this group.

I’ll be talking about something that came up in Dr.
Rothmann’s talk, which addressed improving precision
and power in randomized trials by leveraging baseline
variables without making any additional assumptions.
The connection to what has been presented so far is
that you can do this for the overall population
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treatment effect, that is, the average treatment effect.
You can also do it for subpopulations as long as the
subpopulations are large enough. If you only have a
few people in the subpopulation, you can’t do that. But
if the populations are not too small, then you can use
covariate adjustment for prognostic baseline variables
to improve precision in estimating subgroup effects.

Covariate adjustment is underutilized; the improve-
ments you can get from it can be quite substantial.
Dr. Rothmann mentioned an example involving
HbA1c, where you can get a large improvement in
precision simply by using a covariate-adjusted analy-
sis in the primary analysis. I’ve seen that as well across
multiple disease areas.

The gain in precision depends on the population, the
disease you’re looking at, and the outcome of interest.
What I typically see is between 5% and 25% reduction
in the sample size to achieve a desired power just by
using covariate adjustment rather than the unadjusted
estimator. There have been some exciting recent devel-
opments in covariate adjustment.

I will focus on covariate adjustment where the goal is
to estimate the marginal treatment effect, also called the
average treatment effect, in a randomized trial. It is also
possible to focus on conditional treatment effects as pre-
sented by Harrell et al.3 but I won’t discuss that here.

The covariate-adjusted analysis has to be preplanned
in the primary efficacy analysis. Also you can use it
equally well for subgroups, as long as they’re not too
small.

There’s a common misconception about the goal of
covariate adjustment. The misconception is that you’re
estimating something different from the unadjusted esti-
mator (which ignores baseline variables), that is, that
the estimand (the target of inference) is changing, but
that’s not correct. To illustrate this, consider the case
where the estimand is the difference between means, the
difference in proportions, or the restricted mean sur-
vival time for time-to-event endpoints. The target of
estimation is exactly the same as when you use an unad-
justed estimator. But the idea is you can get a better
estimator than the unadjusted estimator when baseline
variables are correlated with the outcome. And that can
lead to improved precision and therefore a reduction in
sample size.

The FDA just issued a draft guidance on covariate
adjustment for randomized trials for drugs and biolo-
gics4 that was updated last spring, and it is very well
written. A quote from this guidance: ‘‘After suitably
addressing the treatment effect definition, covariate
adjustment using linear or nonlinear models can be
used to increase precision.’’ I love it!

You can find some resources about covariate adjust-
ment on my website,5 including a video recording of a
training I gave on covariate adjustment for binary,
ordinal, and time-to-event endpoints (where covariate
adjustment is highly underutilized). There is also a

paper, led by Wang et al.6 who derived a way to com-
bine covariate adjustment with stratified randomization
and get the benefits of both, by using a new method
that is robust to model misspecification. I highly rec-
ommend his paper.

My current post-doc, Dr. Kelly Van Lanker, derived
a way to incorporate covariate adjustment into group

sequential designs with information adaptive monitor-

ing so that the trial automatically adapts to how prog-

nostic the baseline variables are. This approach

addresses the problem that Dr. Rothmann brought up

earlier: if you don’t correctly account for how prognos-

tic the baseline variables are, you might end up with a

sample size that is too large or too small. Van Lanker

et al.7 present an adaptive method to get the correct

sample size that imposes no penalty for doing the

adjustment, asymptotically.

Kosuke Imai: It’s been very interesting listening to
these talks as a statistician working in the social
sciences. The issues described below are also encoun-
tered in the clinical trials we implement.

I wanted to talk a little bit about statistical inference
for subgroups that are discovered using machine learn-
ing algorithms. And before I get to that, I just wanted
to review what’s been talked about this afternoon (see
Table 1).

Dr. Simon talked about adaptive experimental
design, which is a very clever way of identifying a sub-
group with a positive average effect by pre-specifying
some strata and then dropping those with very little
promise, trying to focus on the subgroups that have a
higher chance of exhibiting a positive treatment effect.

Dr. Ivanova talked about multi-period cross-over
trials and the inference that can be done based on the

cross-validation and bootstrap. The goal was to iden-

tify the subgroup that maximizes the combination of

the average treatment effect within that subgroup, but

also the subgroup prevalence, so trying to identify a

larger group in the population that has a large treat-

ment effect.
Dr. Lipkovich discussed the estimation of condi-

tional average treatment effects. This is closely related

to the use of machine learning to estimate the condi-

tional average treatment effect. That’s a strategy to

identify a subgroup with large conditional average

treatment effect estimates. Using the modern machine

learning algorithms, we might be able to do this more

efficiently and effectively.
Finally, Dr. Schnell talked about non-exchangeable

subgroups where the goal is to test the consistency or

heterogeneity among subgroups. It’s interesting to

think about statistical tests of heterogeneity among

subgroups and the challenges of multiple comparisons

and how you make adjustments to p-values, and so on.
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All these talks raised one common theme: we need
to think about how to conduct correct statistical infer-
ence when you use a subgroup identification based on
an experiment and a machine learning algorithm.

I want to address subgroup identification when we
use machine learning. What if we used a machine learn-
ing algorithm to identify subgroups? We can’t assume
that machine learning algorithms converge uniformly
to the conditional treatment effects. Who knows, there
are a lot of tuning parameters and it’s often difficult to
establish this type of theoretical property. Can we make
proper statistical inference for discovered subgroups?

Once you discover these subgroups using machine
learning methods, can we make statistical inferences?
And how do we take account of the fact that these algo-
rithms often are ‘‘black box’’ or just based on an ad hoc
procedure. We also want to avoid a computationally
intensive procedure for statistical inference because
machine learning algorithms often tend to be very com-
putationally demanding.

In joint work with Michael Li at the Massachusetts
Institute of Technology, we address the issue of statisti-
cal inference when you use machine learning for sub-
group identification. We focus on the conditional
average treatment effect, which is the average treatment
effect, conditional on some covariate values.
Investigators can develop a scoring system which is
used to sort the subgroups based on the conditional
average treatment effect estimates and sort the values
of X from most impacted by the treatment to least
impacted by the treatment.8

The Sorted Group Average Treatment Effect takes
the machine learning estimate of conditional average
treatment effects and sorts them based on its estimate
and divides them into a certain number of groups. You
can imagine dividing them into four groups, ranging
from the group that has the largest effect to the group
with the smallest effect based on the machine learning
estimate of conditional average treatment effect.

Now the question is, once we sort them, can we do
statistical inference? It turns out the easiest thing to do

is, within each subgroup, to take a difference of means
between the treatment and control groups. That gives
you an unbiased estimate of the average treatment
effect within that subgroup. What’s interesting about
this is that you can rewrite this subgroup estimate as an
estimate under certain type of individualized treatment
rules. You can think of this machine learning estimate
to be like classifying each individual into one of the
groups that you created.

And we show in our article that you can actually
make statistical inferences based on Neyman’s repeated
sampling framework. What’s nice about this is that
you’re only basing your inference on random assign-
ment treatment and random sampling of the units, and
nothing else. It’s a design-based approach where, what-
ever the machine learning algorithms are, we can come
up with the uncertainty estimates based on these
design-based features.

We can also account for the random splits due to
cross-fitting. Cross-fitting is often used when you’re
using a machine learning algorithm to do this type of
analysis. You can get the standard errors and the confi-
dence intervals essentially for each of these group-
specific average treatment effect estimates when the
subgroup is identified by the machine learning algo-
rithm without making any assumption about the prop-
erties of the machine learning algorithm.

You can also conduct statistical hypothesis tests for
subgroups. You can use the nonparametric test of treat-
ment effect homogeneity. The null hypothesis here
would be that all the subgroups have the same average
treatment effect, and we can come up with a test statis-
tic and derive their covariance matrix.

You can also do nonparametric test of rank consis-
tency, which means that under the null the sizes of
average treatment effect across subgroups are correctly
ordered. We’ve derived this test statistic, again, based
on just the random assignment of the treatment and
random sampling of units—this is a weighted chi-
square distribution. Shown in Figure 1 are some simu-
lation studies using different estimators.

Table 1. Approaches to subgroup identification.

Approaches to subgroup identification

1 Adaptive experimental design
(Simon)

Goal: identify a subgroup with a positive
average effect

Approach: pre-specify strata and then drop
those with little promise

2 Multi-period crossover trial
(Ivanova)

Goal: identify the subgroup that maximizes
the product of the average treatment effect
and prevalence

Approach: inference based on cross-
validation and bootstrap

3 Estimation of the conditional
average treatment effect
(Lipkovich)

Goal: identify the subgroup that maximizes
the product of the average treatment effect
and prevalence

Approach: use machine learning to estimate
the conditional average treatment effects
(CATE)
Identify a subgroup with large CATE
estimates

4. Non-exchangeable subgroups
(Schnell)

Goal: test consistency or heterogeneity
among subgroups

Approach: challenges of multiple comparisons
in subgroup analysis
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Here I used causal forest, Bayesian additive regres-
sion trees (BART), and Least Absolute Shrinkage and
Selection Operator (LASSO). We have five groups
sorted by the conditional average treatment effect esti-
mated by each machine learning algorithm. You can
see that even when the sample size is only 100, bias is
very small, coverage is reasonable. And then as you
increase the sample size, the coverage converges to
95%. So even as small as 100 or 500 observations, these
Neyman-based confidence intervals do a very good job
of estimating uncertainty.

To wrap up, statistical inference for subgroups is
challenging, especially when they are discovered by
complex machine learning algorithms that we nowa-
days use. We show that no modeling assumption is
required to estimate the uncertainty of these type of
subgroup analyses. Any machine learning algorithm
can be used. In fact, it doesn’t have to be machine
learning. It can be some arbitrary rules stipulated by a
human. It’s completely design-based, so you rely only
on random sampling assignments, random sampling,
and random splits to quantity the uncertainty, and it is
applicable to the cross-fitting estimators that are very
popular these days.

We show by simulation that there’s good small sam-
ple performance. As an extension, we’re also looking at
dynamic treatment regime settings, which some of the
speakers talked about, such as cross-over designs. We
have a forthcoming Journal of American Statistical
Association paper on this topic, and a related paper
currently in arXiv.9 The proposed methodology is
implemented through an open-source R package,
evalITR, which is freely available for download at the

Comprehensive R Archive Network (CRAN; https://
CRAN.R-project.org/package=evalITR), if you want
to try it out.

Pam Shaw: This is a great tour of our four talks. I’d
like to ask the afternoon speakers if they have any
responses to the remarks made on their talks.

Noah Simon: I want to engage in a real discussion of
using machine learning for subgroup identification,
because I feel like half of my day job is machine
learning and the other half is engaging with clinical
trials and biomarker design.

I have found it is very hard to use these really cool
machine learning methods to develop biomarker signa-
tures that actually work in clinical practice that are
either meaningful or transferable, even when you have
lots of similar trials and similar disease areas. We have
lots of statistical papers on them. They are very cool.
I’ve engaged with them. I like to think about them.
When we think about what’s worked in oncology it’s
basically all single point mutations or expression of a
single gene, or copy number variation. I think it would
be great to have more discussion on that issue.

Pam Shaw: Dr. Lipkovich, you described some very
specific methods and I think you had some ques-
tions. Following up on Noah’s question, I think it
was Dr. Mehrotra who tapped into one of the
aspects of why this is difficult, and I wanted to ask
about the need for pre-specification of the covariates
and how that influences your methods. Do you rec-
ommend a filtering step to somehow remove noise
covariates?

Figure 1. Simulation study.
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Ilya Lipkovich: I agree that we need pre-specifica-
tion. What I was trying to argue is that what should
be pre-specified is a strategy for machine learning,
not the subgroups or anything specific. So of course,
we need to pre-specify covariates. In terms of filter-
ing, I would say there’s filtering that doesn’t look at
outcomes and filtering that does. The first one
changes operating characteristics, but not type 1
error, because you don’t look at the outcome, so
you can probably filter out covariates with a very
low variability or a lot of missing data that you
don’t want to impute, or there’s categorical data
with very sparse cells.

But if you (as often people do) look at the outcomes,
this should be part of the strategy. And when you eval-
uate the operating characteristics of the strategy, you
need to somehow factor in these looks. As I mentioned,
very often people devise complex strategies, but they
account for uncertainty only in the very last stage of
the strategy and completely ignore multiple looks at the
data that were in fact part of the strategy.

Pam Shaw: We’ve heard about some of the difficul-
ties of applying these machine learning methods. Dr.
Simon, you’re referring to kind of the bias tradeoff
here. It’s either going to be impossible to power, or
you’re going to have some bias based on some unad-
dressed part of your assumptions.

Noah Simon: And just generalizability in general.
You can fit something that seems great, and then
somehow it just doesn’t generalize to the next oncol-
ogy trial. It’s slightly different, of course, but seems
like we should be learning underlying biology, say,
about checkpoint inhibitors. And if the assay
doesn’t work when you move the assay to something
very similar, that seems like a problem.

Pam Shaw: One of the most ‘‘liked’’ questions of the
morning came in from Devan Mehrotra for Dr.
Simon. Dr. Simon, with your aggressive enriched
design, is the point estimate of the average treatment
effect biased upward, that is, does it exaggerate the
true treatment effect? And if so, can we fix this using
bootstrapping or another approach? And what is
the true treatment effect that you’re getting at with
these designs?

Noah Simon: It’s a great question and it depends.
There are a lot of different ways to get an estimate.
You could use all of the data and at the end of the
trial identify what subgroup you think most benefits
from the intervention and then use a re-substitution
estimator, and that’s certainly going to be biased.

Or you can take the group moving into the second
stage and use all of those people. The stage 2 piece of
that estimate won’t be biased. The stage 1 piece will
add to bias, because you’re selecting the most promis-
ing looking subgroup. So, yes, there is potential for

bias. But if you only use a subset of your data for esti-
mation, you’re going to get a lot of variability and you
might get a point estimate that doesn’t seem to agree
with your statistical test.

One of our papers10 considers a bootstrapping
approach to try to account for over-optimism. One
thing you have to be a little careful about here is the
contrast between a conditional versus an unconditional
estimate.

Often when we run a group sequential design, we
don’t want to condition on the stage where we stopped,
because that just loses us power and efficiency. The
bootstrap will tend to get us a good estimate of treat-
ment effect, where if you do some sort of selective infer-
ence type procedure, you may have a lot of variability
in your estimate. You may end up with a very wide
confidence interval, especially if you’re near a decision
boundary.

In terms of what subpopulation, we are actually
evaluating the treatment effect on, there are different
ways to go. Generally, I would think you’re evaluating
the treatment effect on the subpopulation identified by
that second stage of the trial. And there may be some
variability and a little bit of bias in that. But frankly,
when we transport from the clinical trial experience to
the clinic experience, I think things are going to change
anyway.

Pam Shaw: What are the implications for design and
sample size, of some of these methods focusing on
subgroups and subgroup analysis if any of these
methods are going to be useful from the point of
view of interpretable, adequately powered trials?
And that looks to be an open question, as each of
you have presented different methods for getting at
subgroups. What were some of the things you
consider relative to power? Are you all calculating
power when using these methods or are you just
treating them as exploratory findings?

Patrick Schnell: In my experience, when we’ve pow-
ered for a subgroup analysis, usually based on direct
estimation of treatment effects, we assume some-
thing plausible about what the true treatment effect
surface might be. I have several different scenarios,
and actually just fall back on simulation using a
pretty wide variety of circumstances to see just how
well the trial would do.

Unfortunately, you really can’t get away from mak-
ing assumptions or estimating what the covariate distri-
bution of your sample will be. So even if you’re used to
doing things like calculating the power for a key test
and just saying, well, we’re going to make some adjust-
ments and expect the power to be a little bit better than
that, things do not really work that way when you’re
doing subgroup analysis just because of how much the
power will depend on the size of those subgroups,
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whether you’re doing analyses in pre-specified sub-
groups or something more data-driven for selecting
subgroups. It’s admittedly been sort of a headache, but
I’m not really aware of any way around it.

Ilya Lipkovich: I agree it’s important to use empiri-
cal data. It’s easy to preserve distribution of covari-
ates so you can take some reasonable realistic
clinical trial and then add treatment effect to this
data. Typically, people are over-optimistic about
how much data they need, and the power is not typi-
cally as great as you expect. But I think it’s impor-
tant to have empirical simulations rather than
simulations that are too dominated by some
assumed distributions.

Pam Shaw: Dr. Lipkovich, just described simula-
tions at the level of 1000. I’m thinking that some of
these methods may only be relevant for fairly large
trials. But a member of the audience has posted that
its utility may vary by disease area, and in particu-
lar, cancer, which can have some small sample size
issues. This is particularly difficult because it is also
a complex disease with highly variable populations.
How does that affect the success of some of these
methods?

Noah Simon: I think we should continue trying to
engage machine learning in a number of these sce-
narios, and I think it’s important, especially when
we think about extracting information from images
and using that for treatment. Extracting information
from images is very, very hard. But I guess I still
struggle with any areas where we have a treatment
where we’re able to build a signature that’s not
based on a well-defined target.

Cystic fibrosis may be another area where it’s com-
plicated, but it’s all largely in that cystic fibrosis gene,
to my understanding, and new treatments target that.
And there are biomarker signatures. But you have to
ask, do you have a mutation that has this functional
issue? I guess I’m really curious about this question. I
would love to hear more thoughts on disease areas
where this could work.

In my experience, the treatments that work well for
a subset of people do it based on dysregulation that we
already understand pretty well and it’s a matter of fine-
tuning based on a small number of features.

Pam Shaw: Dr. Simon, I would like to ask about
your experiences using machine learning methods
that haven’t seemed to be working very well. Is it
any different from any other exploratory analysis, as
we heard from Dr. Fleming and others outlining
multiple examples in the AM session, where many
results of exploratory analyses are spurious? So, is
that really the fault of machine learning or how it’s
being interpreted?

Noah Simon: That’s a great point. And it could be
with a really large sample, we could learn complex
rules. What Dr. Fleming said, which I think is really
appropriate, is we can’t even learn simple rules well
with the data we’re engaging with, right. So it’s
really hard to learn complicated rules. Maybe with a
huge data set we could.

When we measure things, who knows what we’re
really measuring biologically at the time. There are a
zillion assays for measuring the same thing. There’s a
lot of noise. Maybe there’s some latent feature that
we’re measuring a proxy of. And so I think there’s the
complication there where building a complicated rule
based on the wrong features may get you in trouble
because it’s not generalizable in the way that a simple
rule based on the slightly wrong features would be.

Ilya Lipkovich: Maybe there’s too much emphasis
about learning an exact signature that you really just
believe. I would be inclined to think along the lines
of what Dr. Imai presented. Maybe we should just
try to solve the modest problem of rejecting the glo-
bal null that there is no heterogeneity. Then, if there
is heterogeneity, you can look at variable impor-
tance and do some kind of procedure to select some
predictors that may be important; then a future trial
can be designed to explore those potential predictive
variables. It’s unrealistic to imagine that you can
right away learn some signature and be able to
prove it. I think it’s a gradual process; the interac-
tion test with one variable at a time that people have
used should be replaced by something more clever
based on a global hypothesis about the presence of
heterogeneity using machine learning. There’s no
conclusive evidence about how powerful these tests
are, unfortunately. But I think that some research in
this area is very promising.

Pam Shaw: I think those are some great points in
terms of setting realistic goals for these tools.

Michael Rosenblum: I’m generally in agreement with
what Dr. Simon said about the challenges of using
machine learning, especially his most recent point
that machine learning can be very powerful when
you have enormous sample sizes, enormous training
data sets, like Amazon or search engines that have
billions (or more) of data points. But if the sample
size is what we see in trials, it’s in some ways an open
question how useful machine learning can be,
because of the relatively smaller sample sizes.
Consider the problem of trying to select which set of
baseline covariates are most prognostic for an out-
come where the goal is improving precision for esti-
mating the average treatment effect for the overall
population. In some cases, machine learning can do
better than simpler approaches, but there’s often a
tradeoff, that is, if you change to a scenario where
the baseline variables are useless, they’re all noise,
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the methods that do the best in finding good predic-
tors also get tricked by noise pretty easily. There is
ongoing work on how to optimize this tradeoff, for
example, by Williams et al.11 at NYU, who is mak-
ing good progress.

Noah Simon: But with regard to using machine
learning for prognostic signatures and improved pre-
cision, which seems like a great idea, are you also
helped a little bit because you actually don’t need
your findings to be generalizable to another study,
where for a predictive signature, you actually need it
to work with the next group as opposed to just add-
ing precision in the current study?

Michael Rosenblum: I have to think about this ques-
tion more to give a good answer, but I agree that
covariate adjustment for estimating marginal effects
is a fundamentally easier problem than trying to
learn which subgroups benefit more or less from the
treatment.

I think there is hope in the covariate adjustment case
that you can use outside data, large databases of elec-
tronic health records that don’t involve the treatment
of interest in the trial, but that do have the same popu-
lation and outcome definition, so it could essentially
match what’s in the control arm of a trial. There you
might have a lot of information that you can leverage,
while you wouldn’t really have that necessary for the
problem that’s the focus of this conference of learning
which subgroups benefit more or less from a treatment.

Pam Shaw: Since we are often in the position of
looking for subgroups because someone has asked
us to do so, do we have any bias robust practices in
subgroup analyses where the primary motivation for
including them is that the funder requires it?
Specifically, considerations of race/ethnicity analyses
in trials where there are many co-confounders with
that specific variable that may not be captured in
your clinical trial data. In your experience, if the
goal is to at least include subgroup analyses, not
necessarily based on questions of biological evi-
dence, but rather some other reason, what is the best
practice for perhaps doing it or interpreting it?

Noah Simon: I think this is both a really important
question and a really hard question. We obviously
care about equity, and we have a history of engaging
in medicine in incredibly unequitable ways. Forcing
us to think about these things as we engage with
new research and new drugs is really fundamentally
important.

Engaging with race in particular is hard because race
is a social category that is complex to engage with and
complex to even define and think about. There is a sta-
tistician mathematician philosopher, Hu e al.,12 whose
work I think is really incredible and foundational, and

I would encourage people to read it, though it’s compli-
cated, thinking about what counterfactuals for social
categories mean.

While NIH and other funders are coming at this cor-
rectly and saying it’s very important, I think there are
potential confounders, there are all sorts of issues, and
race and ethnicity don’t really match very well with
genetic ancestry, making categorization very error
prone. Performing a really simple analysis where you
just engage with a subgroup, test for a treatment effect,
report that treatment effect and act like that has clear
meaning, can get you in trouble. It can get you to a
place where you find something that is very difficult to
understand. So I don’t know that that answered the
question of how to do it, but I do think it is much more
complicated than it looks on the surface.

Pam Shaw: I think many people probably agree with
this. A member of the audience asks: Suppose
you’ve gone through one of these subgroup analyses
that was done in an exploratory manner, that hasn’t
perhaps been properly powered, or properly pre-
specified. How will FDA reviewers respond to such
a finding?

Mark Rothmann: We are currently revising our ear-
lier FDA sex differences guidance. And certainly, we
should always look at differences between males and
females in studies.

There are certainly some issues. Dr. Fleming showed
some pretty big differences in one study and then the
follow-up study goes the other way or shows no differ-
ence. We have seen differences between males and
females where it’s been due to the females being older.
We have seen differences where weight or Body mass
index (BMI) seems to matter, in the distribution differ-
ence between two groups.

Investigators should look at and report statistically sig-
nificant and clear interaction effect by sex. For example,
males get a larger additional decrease in the percent of
cholesterol than females. And there may be some actual
reasons for that. But we don’t know how that translates
to cardiovascular risk. We just know what it is for low-
density lipoprotein (LDL) cholesterol cholesterol, and
people probably care more about cardiovascular risk.

So how would an FDA reviewer respond to such
finding? I think we would be interested in knowing
whether this is something that happened before in this
indication or for this product. I don’t think we would
necessarily say that it’s real just by observing a differ-
ence, because we do know many subgroup analyses are
performed, and there are going to be random highs and
random lows.

Pam Shaw: The next audience question is: is there
any rule of thumb to pre-specify the subgroup in
which you are hoping to establish benefit?
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Patrick Schnell: So the main consideration there for
me is to make it as big as you can so that you’re
encompassing people that would actually be eligible
for the treatment, but at the same time your
counter-consideration to that is that the bigger you
make it and the more covariate points that you
include, the worse your power will be, just because
you’re increasing your multiplicity problem. You
gain a lot by ruling out completely ludicrous points
like 200-year-old patients.

You can choose the covariate space after you’ve
been unblinded to treatment assignments, as long as
you are not incorporating outcome information in the
process. You can look at your covariate distribution,
take something that encompasses the sample in your
trial but doesn’t include a lot of extra space beyond
that. You can even do power calculations conditional
on your observed covariate distribution and treatment
assignments if you’re willing to hypothesize treatment
effects. You basically make your covariate space
include points where you actually have reasonable
power to detect effects. A paper in Clinical Trials in
2018 gives an example of how you can do this.13

Pam Shaw: Dr. Ivanova, it’s interesting to see these
methods in the context of an ongoing clinical trial
and the thought processes for how you chose the
design. It’s really helpful to see what other statisti-
cians struggled with and where they landed instead
of the picture-perfect presentation in a journal
paper.

My understanding is you had these biomarkers in
the A positive group that you’ll be doing the formal
testing on, but you’re enrolling a larger group of people
in this trial. What do you feel that your trial will be able
to say about those folks that aren’t in the A positive
formal testing group?

Anastasia Ivanova: Before the trial for each of the
five treatment arms we specified a biomarker posi-
tive subgroup, a subgroup where we are hoping to
see a treatment effect. Some of these subgroups were
supported by existing data and some were based pri-
marily on prognostic biomarkers. The next question
was how to design the study, keeping in mind that
we have biomarker-positive and negative subgroups
identified for each treatment arm. The most efficient
way is to investigate each intervention in its biomar-
ker positive subgroup only. If the intervention has
no activity in asthma in that subgroup, it probably
does not work in asthma. After discussing with our
funder, the National Heart, Lung and Blood
Institute, we decided to enroll both biomarker-
positive and negative participants to each interven-
tion. The efficacy analysis for each intervention is
performed in the corresponding biomarker-positive
subgroup. The biomarker-negative subgroup is used
to refine the biomarker cutoff and to identify

promising biomarker-defined subgroups in a post
hoc machine learning analysis.

Pam Shaw: Do you think the complexity of your
design will make it hard to summarize the findings?

Anastasia Ivanova: Our goal was to have an efficient
design that allows answering as many scientific ques-
tions as possible regarding the five novel interven-
tions with potential for severe asthma. As a result,
the design is complex. It is a multi-period crossover
adaptive trial with a precision-medicine component.
In addition, we collect peak flow and survey data on
each participant twice daily. This is done to detect
deterioration events other than asthma exacerba-
tions. Observing more events than just exacerbations
allows reducing the follow-up time on each interven-
tion from a year typically used in asthma to four
months. And yes, the complexity will make it more
challenging to summarize and interpret the results.

Pam Shaw: Dr. Simon, rather than dropping sub-
groups that may not be performing well, what about
using minimization or setting a minimum percentage
to lower a particular value and increase the percent
of the subgroup benefiting from the intervention to
improve generalizability and balance?

Noah Simon: I like that idea. I think it’s quite nice,
especially if you run this in multiple stages and you
want to have the potential to enroll people who you
think are maybe less likely to benefit. I guess there is
a tradeoff between administrative attractiveness and
optimality. As I engage more and more with clinical
trials, I see the value of simplicity of many of these
things more in terms of making sure patients are
informed of what’s going on when they enroll in the
trial, making sure that, like the medical profession-
als, they have some idea of what the outcome actu-
ally means.

I like that idea as maybe a way of striking a balance
between the two, rather than being super aggressive
about excluding people. Maybe we should not be so
aggressive and not run the risk of missing people. I do
think it’s a question of tradeoffs, and you’re 100%
right that that is something to be concerned about and
in some cases may be more concerned than in others.
There is the risk that you run a trial that’s not success-
ful because you don’t have the resources to run a large
enough trial to see that say 50% of people are not ben-
efiting, and only this other 50% are. I think probably
we need to make those decisions on a case by case basis
weighing the fact that there are potential losses either
way.

Pam Shaw: The tradeoff is between designing a more
precise trial by enriching for those with a larger
response rate versus wanting more generalizability.
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Patrick Schnell: Even if you do an enrichment design
or something adaptive and you identify a subgroup
that you believe is benefiting from the treatment on
average, when you look at the complement of that
subgroup, you’re not necessarily saying that there is
no beneficial treatment effect there. It’s usually just
that we don’t have enough evidence to conclude that
there’s a treatment effect there. So even if a group of
people is excluded from the subgroup that you end
up finalizing for the trial, it doesn’t necessarily pre-
clude further investigation for those people.

Pam Shaw: It’s fascinating to hear from folks from
other disciplines. Dr. Imai gave a lot of interesting
food for thought from work in other areas. And all
of you I think have provided tremendous perspective
on this difficult topic. So thanks to everyone for all
the great questions, and to all of the speakers and
panelists.

Mary Putt: We’ve come to the end of our 14th
annual conference and our second virtual confer-
ence. I have completely enjoyed hearing these multi-
ple perspectives on subgroup analyses. It’s a great
pleasure, and also a little overwhelming, given all
these great talks, to offer a few closing remarks.

We started out this morning with an overview of the
issues and the problems, the importance, and some of
the evolution of thinking that’s gone into subgroup
analyses. We started off thinking about the reasons
that we do subgroup analyses. Drs. Kent and McShane
reminded us that one of the key reasons for even think-
ing about these subgroups is this idea of personalized
medicine.

Primary analyses involve average treatment effects,
but how can these results be really translated into effec-

tive treatment for individual patients? Dr. Fleming very

importantly reminded us of the many, many conflicts

of interest that can come into play with these subgroup

analyses. For various reasons, we all want our trials to

succeed. I think it’s always important to keep in mind

some of the very misleading results that can emerge if

we aren’t careful about how we carry them out.
Both Drs. Fleming and Unger talked about the

importance of using subgroup analyses to explore gen-
eralizability rather than to drive the overall assessment.
Dr. McShane gave elegant illustrations of this issue in
the context of biomarker-based trials in cancer. I
thought her examples using hierarchical analyses were
powerful illustrations of some of the problems that we
can get into.

Dr. Kent reminded us of the importance of the risk-
based assessments and gave us a framework for inter-
preting subgroup results in the context of the results
from the primary analysis. All of our speakers empha-
sized the importance of reproducibility.

What I found enormously helpful were the ideas
about how to think about pre-specifying subgroup
analyses. How do we think in advance of what the bio-
logical plausibility of a particular subgroup might be
and what are our goals? Are our goals exploration, the
next trial? Do we really need a hypothesis test? And if
so, what is our sampling framework?

In the afternoon, lots of exciting new methodologies
were presented. I really enjoyed hearing the rigorous
thought processes that have gone into some of the meth-
odological developments. In particular, I thought Dr.
Simon’s introduction demonstrated this with his beauti-
fully defined question about who benefits the most, who
benefits at all, or who has some reasonable benefit.

Both Drs Simon and Ivanova talked about introdu-
cing subgroups of interest, specifically into the design
phase rather than into these post hoc analyses. Dr.
Simon presented interesting ideas about adaptive
enrichment, and Dr. Ivanova gave an elegant example
of the subgroup issues in the PrecISE trial in asthma.

I loved the discussion of machine learning, both the
methods, the wonderful overview that Dr. Lipkovich
gave us, along with the references and the software
links, and also the rigorous discussion about some of
the benefits and challenges of using machine learning in
clinical trials where we have smaller sample sizes and
where we don’t necessarily always know exactly what
we’re measuring. The discussion this afternoon with all
of our panelists, Drs Rothmann, Imai, and Rosenblum,
offered valuable insights.
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