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Abstract. Using the concept of principal stratification from the causal inference literature, we introduce a new notion of fairness, called principal fairness, for human and algorithmic decision-making. Principal fairness states that one should not discriminate among individuals who would be similarly affected by the decision. Unlike the existing statistical definitions of fairness, principal fairness explicitly accounts for the fact that individuals can be impacted by the decision. This causal fairness formulation also enables online or post-hoc fairness evaluation and policy learning. We also explain how principal fairness relates to the existing causality-based fairness criteria. In contrast to the counterfactual fairness criteria, for example, principal fairness considers the effects of decision in question rather than those of protected attributes of interest. Finally, we discuss how to conduct empirical evaluation and policy learning under the proposed principal fairness criterion.
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Although the notion of fairness has long been studied, the increasing reliance on algorithmic decision-making in today’s society has led to the fast-growing literature on algorithmic fairness (see, e.g., [2, 5, 10, 11, 29] and references therein). In this paper, we introduce a new definition of fairness, called principal fairness, for human and algorithmic decision-making. Unlike the existing statistical fairness criteria [9, 18, 22, 36], principal fairness incorporates causality into fairness. This causal fairness formulation also enables online or post-hoc fairness evaluation and policy learning, going beyond evaluation based on historical data for which most of the existing statistical fairness criteria are designed.

Furthermore, we explain how principal fairness relates to the existing causality-based fairness criteria. In particular, different from the counterfactual equalized odds criteria, principal fairness considers joint potential outcomes, and thus takes into account how the decision affects the outcome [12]. Moreover, when compared to the counterfactual fairness criteria [8, 28, 30, 37], principal fairness focuses on the effects of decision in question rather than those of protected attributes of interest. We characterize the formal relations between principal fairness and these other fairness criteria.

Principal fairness states that one should not discriminate among individuals who would be similarly affected by the decision. Consider a judge who decides, at a first appearance hearing, whether to detain or release an arrestee pending disposition of any criminal charges (see [20] for a related empirical study, which motivates this example). Suppose that the outcome of interest is whether the arrestee commits a new crime before the case is resolved. According to principal fairness, the judge should not discriminate between arrestees if they would behave in the same way under each of two potential scenarios—detained or released. For example, if both of them would not commit a new crime regardless of the decision, then the judge should not treat them differently.

Therefore, principal fairness is related to individual fairness [14], which demands that similar individuals should be treated similarly. The critical difference, however, is that for principal fairness the similarity is measured based on the potential outcomes rather than observed variables such as the observed outcome, covariates or any function of them. Principal fairness can also be seen as a causal formulation of disparate impact rather than disparate treatment [3]. This means that a decision, which is fair for one outcome, may not be fair for another outcome.
1. THREE EXISTING STATISTICAL FAIRNESS CRITERIA

We begin by briefly reviewing the three existing statistical fairness criteria. Let $D_i \in \{0, 1\}$ be the binary decision variable and $Y_i \in \{0, 1\}$ be the binary outcome variable of interest. For the simplicity of exposition, we assume that the outcome and treatment variables are both binary, but the framework can be extended to other variable types.

We consider the following popular statistical fairness criteria.

**DEFINITION 1.1 (Statistical fairness).** A decision-making mechanism is fair with respect to the outcome of interest $Y_i$ and the protected attribute $A_i$ if the resulting decision $D_i$ satisfies a certain conditional independence relationship. Prominent examples of such relationships used in the literature are given below:

(a) **OVERALL PARITY:** $\Pr(D_i \mid A_i) = \Pr(D_i)$
(b) **CALIBRATION:** $\Pr(Y_i \mid D_i, A_i) = \Pr(Y_i \mid D_i)$
(c) **ACCURACY:** $\Pr(D_i \mid Y_i, A_i) = \Pr(D_i \mid Y_i)$

In our criminal justice example, let $D_i = 1$ represent the judge’s decision to detain an arrestee, while we use $D_i = 0$ to denote the decision to release. In addition, let $Y_i = 1$ denote that the arrestee commits a new crime whereas $Y_i = 0$ represents no new crime being committed. Suppose that the protected attribute is race. Then the overall parity implies that a judge should detain the same proportion of arrestees across racial groups. In contrast, the calibration criterion requires a judge to make decisions such that the fraction of detained (or released) arrestees who commit a new crime is identical across racial groups. Finally, according to the accuracy criterion, a judge must make decisions such that among those who committed (or did not commit) a new crime, the same proportion of arrestees had been detained across racial groups.

Table 1 shows a numerical example of observed data, which does not satisfy any of the three statistical fairness criteria. For example, among those who committed a new crime, the detention rate is much higher for Group A than Group B, implying that the accuracy criterion is not satisfied. In addition, among those who are detained, the rate of new crime is much higher for Group A than Group B, failing to satisfy the calibration criterion.

As mentioned earlier, the major shortcoming of these popular statistical fairness criteria is that it does not incorporate the causal impact of decision on the outcome of interest. In the current example, these fairness criteria do not take into account how the judge’s decision affects the arrestee’s behavior. This also means that the existing statistical fairness criteria are not applicable for an online or post-hoc fairness evaluation although they may be used for fairness evaluation based on historical data.

Next, we introduce the principal fairness criterion that addresses this problem of the existing statistical criteria.

2. PRINCIPAL FAIRNESS

To formally define principal fairness, we follow the standard causal inference literature and use $Y_i(d)$ to denote the potential value of the outcome that would be realized if the decision is $D_i = d$ for $d = 0, 1$ (e.g., [15, 19, 31, 34]). Then the observed outcome can be written as $Y_i = Y_i(D_i)$.

Principal strata are defined as the joint potential outcome values, that is, $R_i = (Y_i(1), Y_i(0))$ [16]. Since any causal effect can be written as a function of potential outcomes, for example, $Y_i(1) - Y_i(0)$ and $Y_i(1)/Y_i(0)$, each principal stratum represents how an individual would be affected by the decision with respect to the outcome of interest. In other words, the principal strata contain all the information about how the decision impacts the outcome. Unlike the observed outcome $Y_i$, however, the potential outcomes, and hence principal strata, represent the predetermined characteristics of individuals and are not affected by the decision. Moreover, since we only observe one potential outcome for any individual, principal strata are not directly observable.

In the criminal justice example, the principal strata are defined by whether or not each arrestee commits a new crime under each of the two scenarios—detained or released—determined by the judge’s decision. Specifically, the stratum $R_i = (0, 1)$ represents the “preventable” group of arrestees who would commit a new crime only when released, whereas the stratum $R_i = (1, 1)$ is the “dangerous” group of individuals who would commit a new crime regardless of the judge’s decision. Similarly, we may refer to the stratum $R_i = (0, 0)$ as the “safe” group of arrestees who would never commit a new crime, whereas the stratum $R_i = (1, 0)$ represents the “backlash” group of individuals who would commit a new crime only when detained.$^1$

Principal fairness implies that the decision is independent of the protected attribute within each principal stratum. In other words, a fair decision-maker can consider a protected attribute only so far as it relates to potential outcomes. We now give the formal definition of principal fairness.

**DEFINITION 2.1 (Principal fairness).** A decision-making mechanism satisfies principal fairness with respect to the outcome of interest and the protected attribute $A_i$ if the resulting decision $D_i$ is conditionally independent of $A_i$ within each principal stratum $R_i$, that is, $\Pr(D_i \mid R_i, A_i) = \Pr(D_i \mid R_i)$.

Note that principal fairness requires one to specify the outcome of interest as well as the attribute to be protected.

---

$^1$One could assume that an arrestee can never commit a new crime when detained, implying the absence of the backlash and dangerous groups. Here, we avoid such an assumption for the sake of generality.
As such, a decision-making mechanism that is fair with respect to one outcome may not be fair with respect to another outcome. This may be an undesirable feature if one’s goal is to develop a fair decision rule that is applicable to multiple outcomes. Note that this definition is generalizable to any treatment and outcome variable types. For example, if the treatment is a continuous variable, there exist an infinite number of principal strata, but the conditional independence relation in Definition 2.1 is still well-defined.

Table 2 presents the numerical example of principal strata that is consistent with the observed data example shown in Table 1. In other words, for each group, if we compute the observed outcome \( Y_i = Y_i(D_i) \) based on Table 2, then its distribution equals that of Table 1.

Recall that this example does not meet any of the three statistical fairness criteria discussed above. The example, however, satisfies principal fairness because the detention rate is identical between Groups A and B within each principal stratum. For instance, within the “dangerous” stratum, the detention rate is 80% for both groups, while it is only 20% for them within the “safe” stratum. Indeed, the decision is independent of group membership given principal strata, thereby satisfying principal fairness.

Principal fairness differs from these statistical fairness criteria in that it accounts for how the decision affects the outcome. In particular, although the accuracy criterion resembles principal fairness, the former conditions upon the observed rather than potential outcomes. This is why these two criteria are different. For example, among those who committed a new crime, the detention rate is much higher for Group A than Group B, failing to meet the accuracy criterion. The reason is that among these arrestees, the proportion of “dangerous” individuals is greater for Group A than that for Group B, and the judge is on average more likely to issue the detention decision for these individuals.

Independent of our work but closely related to the idea of principal fairness, Kallus and Zhou coarsen principal strata into two groups—the “responders” who benefit from the treatment, that is, \( Y_i(1) > Y_i(0) \), and “anti-responders” who do not, that is, \( Y_i(1) \leq Y_i(0) \)—and consider the conditional probability of decision given a protected attribute within each of the coarsened groups [23]. Principal fairness generalizes their work by considering all principal strata.

### 3. RELATIONSHIP BETWEEN PRINCIPAL FAIRNESS AND STATISTICAL FAIRNESS CRITERIA

How should we reconcile this tension between principal fairness and the existing statistical fairness criteria? The tradeoffs between different fairness criteria are not new. As shown in the literature (e.g., [2, 9, 26]), it is generally impossible to simultaneously satisfy the three statistical fairness criteria introduced in Definition 1.1. In some cases, however, principal fairness implies all three statistical fairness criteria. The following theorem provides a sufficient condition.

**Theorem 3.1.** Suppose that \( A_i \perp R_i \). Then principal fairness in Definition 2.1 implies all three statistical definitions of fairness given in Definition 1.1.

The proof is given in the Appendix.

The condition states that different protected groups have the same distribution of principal strata \( R_i \). In the criminal justice example, this means that no group is inherently more dangerous than the other. This independence differs from the equal base rate condition, that is, \( Y_i \perp A_i \), that has been identified in the literature as a sufficient condition for simultaneously satisfying the three statistical existing fairness criteria [26]. The equal base
rate condition is based on observed outcomes, which may be affected by the decision under consideration. In contrast, our sufficient condition, $A_i \perp R_i$, is about the independence between the protected attribute and principal strata. Principal strata are based on potential outcomes, which cannot be affected by the decision, and hence are considered as the characteristics of arrestees. As a result, $A_i \perp R_i$ does not necessarily imply the equal base rate condition, or vice versa. It can be shown, however, that if principal fairness holds, $A_i \perp R_i$ also implies the equal base rate condition. In other words, according to Theorem 3.1, principal fairness represents an alternative condition under which statistical fairness criteria hold simultaneously.

In many settings, it is reasonable to assume that the protected attribute does not directly affect potential outcomes. In the criminal justice example, being a member of a particular racial group should not make one inherently more dangerous. The protected attribute can, however, affect potential outcomes through other mediating variables. In particular, the existence of racial discrimination can yield an association between race and various socioeconomic variables, which in turn generate the dependence between race and potential outcomes. For this reason, the independence condition in Theorem 3.1 is likely to be violated in many real-world applications.

Thus, we further investigate the connection between principal fairness and the statistical fairness criteria in more general settings without requiring the independence condition $A_i \perp R_i$. Consider the following monotonicity assumption.

**ASSUMPTION 1 (Monotonicity).**

$$Y_i(1) \leq Y_i(0) \quad \text{for all } i.$$

Assumption 1 is plausible in many applications when the effect of the decision on the outcome is nonpositive for all individuals. In our criminal justice example, the assumption implies that detention makes it no more likely for an arrestee to commit a new crime in comparison to release. Our theoretical results in the remainder of this paper critically depend on Assumption 1 (we develop a sensitivity analysis in Section 7 to assess the robustness of the results to the potential violation of this assumption). Generalization of our results to nonbinary outcomes would require an alternative assumption (see [33] for example).

The following theorem establishes the exact relationship between $\Pr(D_i \mid R_i, A_i)$ with $\Pr(D_i, Y_i \mid A_i)$ under Assumption 1.

**THEOREM 3.2.** Under Assumption 1, we have

$$\Pr(D_i = 1 \mid R_i = (0, 0), A_i)$$

$$= 1 - \frac{\Pr(D_i = 0, Y_i = 0 \mid A_i)}{\Pr(R_i = (0, 0) \mid A_i)},$$

$$\Pr(D_i = 1 \mid R_i = (0, 1), A_i)$$

$$= \frac{\Pr(Y_i = 0 \mid A_i)}{\Pr(R_i = (0, 1) \mid A_i)}$$

$$- \frac{\Pr(R_i = (0, 0) \mid A_i)}{\Pr(R_i = (0, 1) \mid A_i)}.$$

The proof is given in the Appendix (see [23] which derived these identification results by combining $R_i = (0, 0)$ and $R_i = (1, 1)$ into one group).

Theorem 3.2 shows that the conditional probability of principal strata given the protected attribute, that is, $\Pr(R_i \mid A_i)$, is the key factor in relating principal fairness to the statistical fairness criteria. If $A_i$ is not independent of $R_i$, principal fairness and the statistical fairness definitions do not imply each other. When $A_i \perp R_i$ holds, however, principal fairness is equivalent to the statistical fairness criteria under the monotonicity assumption. This result is stated as the following corollary.

**COROLLARY 1.** Suppose that $A_i \perp R_i$ holds. Then, under Assumptions 1, principal fairness is equivalent to the three statistical fairness criteria given in Definition 1.1.

The proof is given in the Appendix.

## 4. COMPARISON WITH THE EXISTING CAUSALITY-BASED FAIRNESS CRITERIA

We are not the first one to incorporate causality into the study of algorithmic fairness. In this section, we explain how principal fairness differs from the existing causality-based fairness criteria.

### 4.1 Counterfactual Equalized Odds Criterion

The explicit conditioning of potential outcomes in fairness criteria is not new. Independent of our work, Coston et al. propose the following counterfactual equalized odds criterion [12]:

$$\Pr(D_i \mid Y_i(0), A_i) = \Pr(D_i \mid Y_i(0)).$$

The authors justify conditioning on the potential outcome under the control condition, $Y_i(0)$, by arguing that it represents a “natural baseline” in most risk assessment settings. Indeed, if researchers have historical data where the outcome under the baseline condition is observed for all units, that is, $Y_i = Y_i(0)$, then this criterion is equivalent to the statistical accuracy criterion described above. Based on such historical data, it is also easy to use the counterfactual equalized odds criteria in fairness evaluation.

Unlike the counterfactual equalized odds criterion, principal fairness conditions on principal strata, which is
defined by all potential outcomes rather than a baseline potential outcome alone. This means that in the case of a binary treatment, principal fairness includes \( Y_i(1) \) as well as \( Y_i(0) \). The key idea is that principal fairness considers how the decision impacts individuals, requiring the comparison of all potential outcomes. In contrast, the counterfactual equalized odds criterion focuses on the assessment of risk, which is defined as the outcome in the absence of an intervention.

The difference between the two criteria can be illustrated via the numerical example in Table 2. As explained earlier, this example satisfies principal fairness, and yet it fails to meet the counterfactual equalized odds criterion. For example, among those who would commit a crime if released, the detention rate is higher for Group A (19/29) than Group B (16/26). The reason is that those who would commit a crime if released include both the “dangerous” and “preventable” individuals. The proportion of “dangerous” individuals is larger for Group A than that for Group B, and the judge is more likely to impose a detention decision for these individuals.

The counterfactual equalized odds criterion could be viewed as a special case of principal fairness when the decision is binary and the potential outcome under the treatment condition \( Y_i(1) \) is constant across individuals (this is different from Assumption 1). For example, if no individual can commit a new crime when detained, the two criteria are equivalent. In our empirical application, however, we find that a new crime can be committed even when an arrestee is detained [20]. In addition, there are many settings where such an assumption is not appropriate. They include the impacts of lending decisions on household finance, and the effects of admissions decisions on future wages.

In general, the following theorem establishes a sufficient condition under which principal fairness implies the counterfactual equalized odds criterion.

**THEOREM 4.1.** Suppose that \( Y_i(1) \perp \perp A_i \mid Y_i(0) \). Then principal fairness implies the counterfactual equalized odds criterion, that is, \( \Pr(D_i \mid Y_i(0), A_i) = \Pr(D_i \mid Y_i(0)) \).

The proof is given in the Appendix.

This conditional independence relation implies, in our example, that among those who exhibit the same behavior under the release decision, the crime rate under the detention decision is identical for Groups A and B. This condition is violated in many settings where the protected attribute is associated with \( Y_i(1) \) through variables other than \( Y_i(0) \). Thus, it is important to consider the joint potential outcomes as done in principal fairness rather than the baseline potential outcome alone.

### 4.2 Counterfactual Fairness

In the algorithmic fairness literature, counterfactual fairness represents one prominent fairness criterion that builds upon the causal inference framework. Kusner et al. define the counterfactual fairness by considering the potential decision when the protected attributes are set to a fixed value [28]. Under their definition, a decision is counterfactually fair if a protected attribute does not have a causal effect on the decision. In the criminal justice example, counterfactual fairness implies that the decision an arrestee would receive if he/she were white should be similar to the decision that would be given if the arrestee were black.

Formally, we can write this criterion as

\[
\Pr(D_i(a) = 1) = \Pr(D_i(a') = 1)
\]

for any \( a \neq a' \) where \( D_i(a) \) represents the potential decision when the protected attribute \( A_i \) takes the value \( a \). Below, we briefly compare principal fairness with counterfactual fairness.

First, while principal fairness considers the potential outcomes with respect to different decisions, counterfactual fairness is based on the potential outcomes regarding different values of the protected attribute. In the causal inference literature, some advocated the mantra “no causation without manipulation” by pointing out the difficulty of imagining a hypothetical intervention of altering one’s immutable characteristics such as race and gender (e.g., [19]). Addressing this issue often requires one to consider alternative causal quantities such as the causal effects of perceived attributes [17] and stochastic intervention of mediators [21]. In contrast, principal fairness avoids these conceptual issues and can be evaluated under the widely used unconfoundedness and monotonicity assumptions.

Second, while principal fairness is based on the conditional independence between the realized decision \( D_i \) and the protected attribute \( A_i \), counterfactual fairness requires the distribution of potential decision to be equal across the values of the protected attribute. Counterfactual fairness can be defined at an individual level, that is, \( D_i(a) = D_i(a') \) and can also be aggregated to any group. Counterfactual fairness demands that, for example, an arrestee should receive the same decision even if he/she were to belong to a different racial group. In contrast, principal fairness, like existing statistical fairness criteria, is fundamentally a group-level notion and cannot be defined at an individual level. An important limitation, therefore, is that ensuring group-level fairness may not guarantee individual-level fairness.

Finally, recall that as shown in Corollary 1, principal fairness implies all other statistical fairness criteria under the assumption of \( A_i \perp R_i \). However, even under this assumption, principal fairness neither implies nor is implied
by counterfactual fairness. As the following example illustrates, a decision rule that directly depends on the protected attribute can satisfy principal fairness while failing to meet counterfactual fairness. Alternatively, a decision rule that does not depend on the protected attribute can meet counterfactual fairness but may fail to meet principal fairness.

**EXAMPLE.** Consider a population characterized by the following distributions of principal strata \( R \in \{0, 0\}, \{1, 0\}, \{0, 1\}, \{1, 1\} \), the protected attribute \( A \in \{0, 1\} \), and the covariate \( X \sim \text{Unif}(0, 1) \),

\[
\begin{align*}
\Pr(A = 1 | X) &= X, \\
\Pr(R = (1, 1) | A = a, X) &= \Pr(R = (0, 0) | A = a, X) = 0.3, \\
\Pr(R = (1, 0) | A = a, X) &= \Pr(R = (0, 1) | A = a, X) = 0.2
\end{align*}
\]

for \( a = 0, 1 \). This implies \( A \perp \!\!\!\perp R \). Consider the decision rule of the following form, \( D = 1(\alpha X + \beta A \geq 1) \). Suppose \( \alpha = 5/2 \) and \( \beta = -1 \). Then we have

\[
\begin{align*}
\Pr[ D(1) = 1 ] &= 0.2, \\
\Pr[ D(0) = 1 ] &= 0.6, \\
\Pr( D = 1 | R = r, A = 1 ) &= \Pr(X \geq 0.8 | A = 1) = 0.36, \\
\Pr( D = 1 | R = r, A = 0 ) &= \Pr(X \geq 0.4 | A = 0) = 0.36.
\end{align*}
\]

Thus, the decision rule violates counterfactual fairness while satisfying principal fairness. Moreover, the three statistical fairness criteria also hold since \( A \perp \!\!\!\perp R \). In contrast, consider \( \alpha = 5/2 \) and \( \beta = 0 \). Then we have

\[
\begin{align*}
\Pr[ D(1) = 1 ] &= \Pr[ D(0) = 1 ] = 0.6, \\
\Pr( D = 1 | R = r, A = 1 ) &= \Pr(X \geq 0.4 | A = 1) = 0.84, \\
\Pr( D = 1 | R = r, A = 0 ) &= \Pr(X \geq 0.4 | A = 0) = 0.36.
\end{align*}
\]

Thus, the decision rule violates principal fairness while satisfying counterfactual fairness.

5. **CONDITIONAL FAIRNESS CRITERIA**

Although we have so far focused on fairness criteria based on marginal distributions, policy makers and researchers may be interested in evaluating fairness within each subpopulation defined by a set of pretreatment covariates. The importance of such conditioning covariates has been recognized in the algorithmic fairness literature. Specifically, even when a statistical fairness criterion holds conditional on a set of covariates, the same criterion may not be satisfied without those conditioning covariates. The reason is that these conditioning covariates may be correlated with the protected attribute itself. This problem is called inframarginality in the literature and applies to all statistical fairness criteria including principal fairness [11]. The inframarginality problem simply reflects an unavoidable fact that conditional independence does not necessarily imply marginal independence and vice versa.

The following theorem shows that if the conditioning covariates eliminate the dependence between the protected attribute and principal stratum, then conditional on these covariates, principal fairness implies all three statistical definitions of fairness and the counterfactual equalized odds criterion.

**THEOREM 5.1.** Suppose that there exist a set of variables \( W_i \) such that \( A_i \perp R_i \mid W_i \) holds. Then, conditional on \( W_i \), principal fairness implies the counterfactual equalized odds criterion and all three statistical definitions of fairness. That is, \( \Pr(D_i \mid R_i, W_i, A_i) = \Pr(D_i \mid R_i, W_i) \) implies \( \Pr(D_i \mid Y_i(0), W_i, A_i) = \Pr(D_i \mid Y_i(0), W_i) \), \( \Pr(D_i \mid W_i, A_i) = \Pr(D_i \mid W_i) \), \( \Pr(Y_i \mid D_i, W_i, A_i) = \Pr(Y_i \mid D_i, W_i) \), and \( \Pr(D_i \mid Y_i, W_i, A_i) = \Pr(D_i \mid Y_i, W_i) \). Moreover, if Assumption 1 also holds, then principal fairness is equivalent to all three statistical definitions of fairness conditional on \( W_i \).

The proof is omitted because it is similar to those of Theorems 3.1, 3.2 and 4.1 except that we condition on \( W_i \).

The conditional independence \( A_i \perp R_i \mid W_i \) means that no racial group is inherently more dangerous than other groups once we account for relevant factors \( W_i \). In a causal model, the absence of direct effect of \( A_i \) on \( R_i \) implies the existence of \( W_i \) that satisfies \( A_i \perp R_i \mid W_i \) where \( W_i \) can include mediators as well as common causes. The lack of the direct effect of race can be viewed as an axiomatic assumption that belonging to a particular racial group does not make one inherently more dangerous than members of other racial groups.

For illustration, consider the causal model, shown as a directed acyclic graph in Figure 1, in the context of
the criminal justice example. The race of an arrestee, \( A_i \), is affected by his/her parents’ characteristics, which include their attributes and social economic status (SES), \( P_i \). The arrestee’s own experiences, \( E_i \), are influenced by their race, \( A_i \), their parents’ characteristics, \( P_i \), and the historical processes such as slavery and Jim Crow laws, \( H_i \), which also affect the parents’ characteristics.

Under this causal model, all of these three covariates affect the risk category of arrestee (principal strata; i.e., safe, preventable, dangerous and backlash), \( R_i \), whereas the judge’s decision, \( D_i \), is affected by the race, the experiences and the historical processes. The key assumption of the model is that the arrestee’s race does not directly affect their risk category, as indicated by the absence of a direct arrow between these two variables. As a result, under this model, the arrestee’s race is conditionally independent of risk category, that is, \( R_i \perp \perp A_i \mid W_i \), where \( W_i = (H_i, P_i, E_i) \). In other words, once we account for these factors, no racial group has an innate tendency to be dangerous relative to the other groups.

Theorem 5.1 shows that once we condition on \( W_i \) that satisfies \( A_i \perp \perp R_i \mid W_i \), principal fairness implies the counterfactual equalized odds criterion and all statistical fairness criteria. However, this result should not be used to justify the appropriateness of conditioning on \( W_i \). The reason is that the inclusion of conditioning covariates in fairness criteria can lead to discrimination based on those variables. If the conditioning covariates are good proxy variables for the protected attribute, then any conditional fairness criteria could lead to discrimination against those groups who should be protected. Thus, the choice of conditioning covariates must be made with special care [6, 25].

Finally, the conditioning covariates also play an important role in counterfactual fairness as well but for a different reason. Conditioning on covariates that are affected by the protected attribute need to be done carefully to avoid inducing a post-treatment bias (see, e.g., [25, 27]). To address this issue, researchers have considered path-specific effects through the framework of causal mediation analysis (e.g., [8, 30, 32, 37]). In such an analysis, a key question is which mediators should be included.

To further illustrate the difference between counterfactual fairness and principal fairness with conditioning, we again consider the causal model shown in Figure 1. Suppose we would like to condition on \( E_i \). Then counterfactual fairness requires that the race has no effect on the decision other than through this variable. Because the race can only affect the decision directly or through \( E_i \), counterfactual fairness is violated conditional on \( E_i \) due to the existence of the direct effect. In contrast, principal fairness may still hold conditional on \( E_i \) if the association from the direct effect of \( A_i \) on \( D_i \) cancels out with the association from the common cause \( H_i \). Consistent with Example 4.2, a decision rule that directly depends on the protected attribute can satisfy principal fairness.

6. EMPIRICAL EVALUATION AND POLICY LEARNING UNDER PRINCIPAL FAIRNESS

Finally, we discuss how to use the above theoretical results in empirical studies. We first show how to empirically assess the independence conditions in Theorems 4.1 and 5.1, that is, \( Y_i(1) \Perp A_i \mid Y_i(0) \) and \( A_i \Perp R_i \). To do this, we must identify the distribution of the principal stratum within each group defined by the protected attribute. We begin by introducing the following unconfoundedness assumption, which is widely used in the causal inference literature.

ASSUMPTION 2 (Unconfoundedness). \( Y_i(d) \Perp D_i \mid X_i \) for any \( d \).

Assumption 2 holds if \( X_i \) contains all the information used for decision-making. In practice, if we are unsure about whether the protected attribute is used for decision-making, we may still include it in \( X_i \) to make the unconfoundedness assumption more plausible [35].

The next theorem shows that under Assumptions 1 and 2, the evaluation of the independence relations, \( Y_i(1) \Perp A_i \mid Y_i(0) \) and \( A_i \Perp R_i \), reduces to the estimation of conditional probability, \( \Pr(Y_i = 1 \mid D_i, X_i) \), from the observed data.

**THEOREM 6.1.** Under Assumptions 1 and 2, we have
\[
\Pr\{Y_i(1) = 1 \mid A_i, Y_i(0) = 1\} = \frac{m_1(A_i)}{m_0(A_i)},
\]
\[
\Pr(R_i = (0, 0) \mid A_i) = 1 - m_0(A_i),
\]
\[
\Pr(R_i = (0, 1) \mid A_i) = m_0(A_i) - m_1(A_i),
\]
\[
\Pr(R_i = (1, 1) \mid A_i) = m_1(A_i),
\]
where \( m_d(A_i) = \mathbb{E}\{\Pr(Y_i = 1 \mid D_i = d, X_i) \mid A_i\} \).

The proof is given in the Appendix.

Theorem 6.1 shows that we can empirically evaluate the validity of \( Y_i(1) \Perp A_i \mid Y_i(0) \) and \( A_i \Perp R_i \) by checking whether the distribution of principal strata \( R_i \) depends on the protected attribute \( A \). The result also holds conditional on any covariates that are included in \( X_i \).

Second, we consider the empirical evaluation of principal fairness. Combining Theorems 3.2 and 6.1, the following corollary shows that the same assumptions used in Theorem 6.1 are sufficient for identifying the conditional distribution of decision \( D_i \) given the principal strata and the protected attribute. Using this conditional distribution, one can empirically assess the principal fairness of the decision.

**COROLLARY 2.** Under Assumptions 1 and 2, we have
\[
\Pr\{D_i = 1 \mid R_i = (0, 0), A_i\} = 1 - \frac{\Pr(D_i = 0, Y_i = 0 \mid A_i)}{1 - m_0(A_i)}.
\]
\[
Pr\{D_i = 1 \mid R_i = (0, 1), A_i\} = \frac{m_0(A_i) - Pr(Y_i = 1 \mid A_i)}{m_0(A_i) - m_1(A_i)},
\]
\[
Pr\{D_i = 1 \mid R_i = (1, 1), A_i\} = \frac{Pr(D_i = 1, Y_i = 1 \mid A_i)}{m_1(A_i)}.
\]

The proof is given in the Appendix. The formulas also hold conditional on any covariates that are included in \(X_i\), and thus allow for the evaluation of conditional principal fairness.

Finally, we consider policy learning under principal fairness. For simplicity, we focus on a deterministic policy \(D_i = \delta(V_i)\), where \(V_i\) represents the covariates used for making decisions. Suppose that the protected attribute is binary. Then principal fairness requires the decision rule \(\delta(V_i)\) to satisfy the following equality constraint, \(Pr(\delta(V_i) \mid R_i, A_i = 1) = Pr(\delta(V_i) \mid R_i, A_i = 0)\). This constraint may be difficult to satisfy due to the fact that \(R_i\) is an unobserved variable. The following theorem expresses this probability, \(Pr(\delta(V_i) \mid R_i, A_i = 1)\), in a different form that only depends on observed variables.

**Theorem 6.2.** Suppose that Assumptions 1 holds and the decision is a function of \(V_i\), that is, \(D_i = \delta(V_i)\). Then we have

\[
Pr\{\delta(V_i) = 1 \mid R_i = r, A_i\} = \mathbb{E}\left[\frac{e_r(V_i, A_i)}{\mathbb{E}[e_r(V_i, A_i) \mid A_i]} \delta(V_i) \mid A_i\right],
\]

for \(r = (0, 0), (0, 1)\) and \((1, 1)\) where \(e_r(V_i, A_i) = Pr(R_i = r \mid V_i, A_i)\).

The proof is given in the Appendix.

The identification formulas for \(e_r(W_i, A_i)\) are given in Theorem 6.1. When we know which covariates are used in the decision \(D_i\), these identification formulas provide an alternative way to evaluate principal fairness in addition to Corollary 2. Specifically, Theorem 6.2 shows that \(Pr(D_i \mid R_i = r, A_i)\) is equal to the decision probability within each protected group in a weighted population. The weights depend on the proportions of principal strata given the covariates and the protected attribute. Therefore, to learn a policy that satisfies principal fairness, one could first estimate \(e_r(V_i, A_i)\) using Theorem 6.1 and then use these estimated weights to augment the existing fairness-aware policy learning approaches with the principal fairness constraints (e.g., [1, 7, 24]).

### 7. Sensitivity Analysis for Monotonicity

Without monotonicity, the proportions of principal strata are not identifiable. This is why all results in Section 6 rely on Assumption 1. In this section, we propose a sensitivity analysis for this key identification assumption.

As the sensitivity parameter, we use the ratio between the proportion of stratum \((1, 0)\) and stratum \((0, 1)\) conditional on the covariates,

\[
(2) \quad \xi = \frac{Pr(R_i = (1, 0) \mid X_i)}{Pr(R_i = (0, 1) \mid X_i)}.
\]

The sensitivity parameter characterizes the deviation from monotonicity. If \(\xi = 0\), then monotonicity holds. Kallus and Zhou develop a similar sensitivity analysis but their sensitivity parameter is defined on the difference scale [23]. The following theorem generalizes Theorems 3.2 and 6.1 and Corollary 2 using this sensitivity parameter.

**Theorem 7.1.** Suppose \(R_i \perp \! \! \! \perp D_i \mid X_i\) holds, which is a stronger version of Assumption 2. Using the sensitivity parameter defined in equation (2) with a known \(\xi \neq 1\), we can write

\[
Pr(D_i = 1 \mid R_i = r, A_i) = \frac{Pr(R_i = r \mid D_i = 1, A_i)Pr(D_i = 1 \mid A_i)}{Pr(R_i = r \mid A_i)} = \frac{\mathbb{E}[Pr(R_i = r \mid D_i = 1, X_i) \mid D_i = 1, A_i]Pr(D_i = 1 \mid A_i)}{\mathbb{E}[Pr(R_i = r \mid X_i) \mid A_i]} = \frac{\mathbb{E}[Pr(R_i = r \mid X_i) \mid D_i = 1, A_i]Pr(D_i = 1 \mid A_i)}{\mathbb{E}[Pr(R_i = r \mid X_i) \mid A_i]}
\]

for \(r \in \{0, 0\}, (0, 1), (1, 1), (1, 0)\), where

\[
Pr(R_i = (0, 0) \mid X_i) = 1 - \frac{Pr(Y_i = 1 \mid D_i = 0, X_i) - \xi Pr(Y_i = 1 \mid D_i = 1, X_i)}{1 - \xi}.
\]

\[
Pr(R_i = (0, 1) \mid X_i) = \frac{Pr(Y_i = 1 \mid D_i = 0, X_i) - Pr(Y_i = 1 \mid D_i = 1, X_i)}{1 - \xi}.
\]

\[
Pr(R_i = (1, 1) \mid X_i) = \frac{Pr(Y_i = 1 \mid D_i = 0, X_i) - \xi Pr(Y_i = 1 \mid D_i = 0, X_i)}{1 - \xi}.
\]

\[
Pr(R_i = (1, 0) \mid X_i) = \frac{\xi Pr(Y_i = 1 \mid D_i = 0, X_i) - \xi Pr(Y_i = 1 \mid D_i = 1, X_i)}{1 - \xi}.
\]

The proof is given in the Appendix. For policy learning under principal fairness, the formula given in Theorem 6.2 still holds without monotonicity. Therefore, under equation (2), we can estimate \(e_r(V_i, A_i)\) using the formulas of \(Pr(R_i = r \mid X_i)\) given in Theorem 7.1.

### 8. Concluding Remarks

To assess the fairness of human and algorithmic decision-making, one must consider how the decisions themselves affect individuals. Such consideration requires the notion of fairness to be placed in the causal inference framework. In a separate work, we apply the idea of principal fairness to the common settings, in which humans
make decisions partly based on algorithmic recommendations [20]. Since human decision-makers rather than algorithms ultimately impact individuals, one must assess whether algorithmic recommendations improve the fairness of human decisions. We empirically examine this issue through the experimental evaluation of the pretrial risk assessment instrument widely used in the US criminal justice system.

The difference between principal fairness and counterfactual equalized odds criterion sheds light on the predictive performance evaluation of algorithmic risk assessments. The current literature focuses on the prediction accuracy of \( Y_t(0) \) when evaluating algorithmic fairness under the counterfactual equalized odds criterion (e.g., [12, 29]). However, in general, \( Y_t(0) \) alone does not fully characterize counterfactual outcomes: individuals with the same value of \( Y_t(0) \) may differ in the value of \( Y_t(d) \) where \( d \neq 0 \). Principal fairness generalizes counterfactual equalized odds criterion by considering principal strata which depend on all potential outcomes. In particular, the evaluation of algorithmic decision or recommendation requires one to condition on principal strata rather than the observed outcome or a single potential outcome.

Although this paper focuses on the introduction of principal fairness as a new fairness concept, much work remains to be done. In particular, future work should consider the development of algorithms that achieve principal fairness. In a separate paper, we consider a methodological framework for policy learning that involves the joint potential outcomes [4]. Incorporating principal fairness as a constraint within this framework may enable us to learn fair policies from data.

Another possible direction is the extension of principal fairness to a dynamic decision-making system. As previously pointed out [10, 13], real-world algorithmic systems operate in complex environments that are constantly changing, often due to the actions of algorithms themselves. Therefore, an explicit consideration of the dynamic causal interactions between algorithms and human decision-makers can help us develop long-term fairness criteria.

Finally, but importantly, principal fairness does not solve the big data’s disparate impact problem pointed out by Barocas and Selbst [3]. Historical biases can affect principal fairness through potential outcomes and data used to estimate them. In particular, by conditioning on potential outcomes, a principal fairness criterion may end up inheriting historical biases that have existed in the world and data derived from it. One way to address this issue is to further adjust for such biases as discussed in Section 5. The tasks of identifying and measuring these historical factors, however, remain challenging and are likely to require a better understanding of the underlying causal structure. We leave this and other open problems to future work.

### APPENDIX: PROOFS

#### Proof of Theorem 3.1

We prove a more general version of Theorem 3.1 with any variables \( V_i \) in the conditioning set. That is, under \( A_i \perp \! \! \! \perp R_i \mid V_i \), principal fairness in implies all three statistical definitions of fairness conditional on \( V_i \).

Because the observed stratum \((D_i = 1, Y_i = 1)\) is a mixture of principal strata \(R_i = (1, 0), (1, 1)\), we have

\[
\Pr(D_i = 1, Y_i = 1 \mid V_i, A_i) = \Pr(D_i = 1, R_i = (1, 0) \mid V_i, A_i) \\
+ \Pr(D_i = 1, R_i = (1, 1) \mid V_i, A_i)
\]

\[
= \Pr(D_i = 1 \mid R_i = (1, 0), V_i, A_i) \\
\times \Pr(R_i = (1, 0) \mid V_i, A_i) \\
+ \Pr(D_i = 1 \mid R_i = (1, 1), V_i, A_i) \\
\times \Pr(R_i = (1, 1) \mid V_i, A_i)
\]

\[
= \Pr(D_i = 1 \mid R_i = (1, 0), V_i) \Pr(R_i = (1, 0) \mid V_i) \\
+ \Pr(D_i = 1 \mid R_i = (1, 1), V_i) \Pr(R_i = (1, 1) \mid V_i)
\]

\[
= \Pr(D_i = 1, R_i = (1, 0) \mid V_i) \\
+ \Pr(D_i = 1, R_i = (1, 1) \mid V_i)
\]

\[
= \Pr(D_i = 1, Y_i = 1 \mid V_i),
\]

where the third equality follows from principal fairness and the assumption \( A_i \perp \! \! \! \perp R_i \mid V_i \). Similarly, we can show

\[
\Pr(D_i = d, Y_i = y \mid V_i, A_i) = \Pr(D_i = d, Y_i = y \mid V_i)
\]

for \( d, y = 0, 1 \). This implies the three statistical definitions of fairness.

#### Proof of Theorem 3.2

We prove a more general version of Theorem 3.2 with any variables \( V_i \) in the conditioning set. From Assumption 1, we obtain

\[
\Pr(D_i = 1 \mid R_i = (0, 0), V_i, A_i) = 1 - \Pr(D_i = 0, R_i = (0, 0) \mid V_i, A_i) \\
= 1 - \frac{\Pr(D_i = 0, R_i = (0, 0) \mid V_i, A_i)}{\Pr(R_i = (0, 0) \mid V_i, A_i)}
\]

\[
\Pr(D_i = 1 \mid R_i = (1, 1), V_i, A_i) = \frac{\Pr(D_i = 1, R_i = (1, 1) \mid V_i, A_i)}{\Pr(R_i = (1, 1) \mid V_i, A_i)}
\]

\[
\Pr(D_i = 1 \mid R_i = (0, 1), V_i, A_i)
\]

and

\[
\Pr(D_i = 1 \mid R_i = (0, 1), V_i, A_i)
\]
equivalent to which are equivalent to the three statistical fairness criteria (5).

Proof of Theorem 6.1

Under Assumption 1, we have
\[
Pr\{Y_i(d) = y \mid A_i\} = \mathbb{E}\{Pr(Y_i = y \mid D_i = d, X_i) \mid A_i\},
\]
where we assume $X_i$ contains $A_i$. Plugging this into equations (3) to (5) yields the formulas in Theorem 6.1.

Proof of Corollary 2

This corollary follows from Theorem 3.2 and equation (8).

Proof of Theorem 6.2

From the law of total probability, we have
\[
Pr[\delta(V_i) = 1 \mid R_i = r, A_i] = \frac{\mathbb{E}\{Pr(D_i = 1 \mid V_i, R_i = r, A_i) \mid R_i = r, A_i\} \times Pr(V_i = v \mid R_i = r, A_i)}{Pr(R_i = r \mid A_i)}
\]
\[
= \frac{\mathbb{E}\{Pr(\delta(V_i) = 1 \mid V_i = v, A_i) \mid V_i = v, A_i\} \times Pr(V_i = v \mid R_i = r, A_i)}{Pr(R_i = r \mid A_i)}
\]
\[
= \frac{\mathbb{E}\{e_r(V_i, A_i) \mid A_i\} \times \mathbb{E}\{\delta(V_i) \mid A_i\}}{\mathbb{E}\{e_r(V_i, A_i) \mid A_i\} \times \mathbb{E}\{\delta(V_i) \mid A_i\}},
\]
where can replace the summation with integral for continuous $V_i$.

Proof of Theorem 7.1

By Bayes’ rule, we have
\[
Pr(D_i = 1 \mid R_i = r, A_i) = \frac{Pr(R_i = r \mid D_i = 1, A_i) \cdot Pr(D_i = 1 \mid A_i)}{Pr(R_i = r \mid A_i)}
\]
\[
= \frac{\mathbb{E}\{Pr(R_i = r \mid D_i = 1, X_i) \mid D_i = 1, A_i\} \cdot Pr(D_i = 1 \mid A_i)}{\mathbb{E}\{Pr(R_i = r \mid X_i) \mid A_i\}}
\]
\[
= \frac{\mathbb{E}\{Pr(R_i = r \mid X_i) \cdot Pr(D_i = 1 \mid A_i)\}}{\mathbb{E}\{Pr(R_i = r \mid X_i) \mid A_i\}},
\]
where the second equality follows from the law of total probability and the third equality follows from $R_i \perp \perp D_i \mid X_i$. We then derive the formula for $Pr(R_i = r \mid X_i)$. Under equation (2) and Assumption 2, we have
\[
Pr\{Y_i = 0 \mid D_i = 1, X_i\} = \mathbb{P}\{Pr(Y_i = 0 \mid D_i = 1, X_i) = 1\}
\]
\[
= Pr(R_i = 0, 0) + Pr(R_i = 0, 1) + Pr(R_i = 1, 0) + Pr(R_i = 1, 1),
\]

Proof of Theorem 4.1

By the law of total probability, we have
\[
Pr\{D_i \mid Y_i(0), A_i\} = \sum_{y_1=0,1} \mathbb{P}\{D_i \mid Y_i(1) = y_1, Y_i(0), A_i\} \times Pr\{Y_i(1) = y_1 \mid Y_i(0), A_i\}
\]
\[
= \sum_{y_1=0,1} \mathbb{P}\{D_i \mid Y_i(1) = y_1, Y_i(0)\} \times Pr\{Y_i(1) = y_1 \mid Y_i(0)\}
\]
\[
= Pr\{D_i \mid Y_i(0)\},
\]
where the second equality follows from principal fairness and $Y_i(1) \perp \perp A_i \mid Y_i(0)$.
Solving the equations, we obtain

\[
\Pr(R_i = (0, 1) \mid X_i) = \frac{\Pr(Y_i = 1 \mid D_i = 0, X_i) - \xi \Pr(Y_i = 1 \mid D_i = 1, X_i)}{1 - \xi},
\]

\[
\Pr(R_i = (0, 0) \mid X_i) = 1 - \frac{\Pr(Y_i = 1 \mid D_i = 0, X_i) - \xi \Pr(Y_i = 1 \mid D_i = 1, X_i)}{1 - \xi}.
\]

Therefore,

\[
\Pr(R_i = (1, 0) \mid X_i) = \frac{\xi \Pr(Y_i = 1 \mid D_i = 0, X_i) - \xi \Pr(Y_i = 1 \mid D_i = 1, X_i)}{1 - \xi},
\]

\[
\Pr(R_i = (1, 1) \mid X_i) = \frac{\Pr(Y_i = 1 \mid D_i = 1, X_i) - \xi \Pr(Y_i = 1 \mid D_i = 0, X_i)}{1 - \xi}.
\]
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